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Challenge of few-shot recognition
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Learning with auxiliary semantic modalities

Semantic modalities refer to the modalities that can more 

abstractly represent image content.

‘horse-like’, 

‘white and black stripes’, 

‘Mohawk-like mane’, 

…

human-annotated attributes

African equines with distinctive 

black-and-white striped coats.

language description

‘zebra’
word embedding

0.6 0.2 -0.4 … 0.1
label embedding
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[1] models the class 

representation (prototype) as 

a convex combination of the 

two modalities.

[2] proposes an 

attribute-based 

regularization 

approach to learn 

compositional image 

representations.

Learning with auxiliary semantic modalities
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The network learns to focus on more discriminative features of both 

support and query samples with only attributes of support samples.

support

original image

query

original image

without attributes with attributes

without attention 

alignment

with attention 

alignment

black crown
black eye

black and 

white nape

Attributes-guided attention module (AGAM)
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AGAM oveview

attributes-guided 

channel attention

attributes-guided 

spatial attention

self-guided

channel attention

self-guided

spatial attention

input 

feature map

final-refined 

feature map

metric-based

classification

Spatial Attention Module

Channel Attention Module

(a) (b)

The overall framework of AGAM. Based on whether attributes to the image are available 

(i.e., support or query), one of the two branches is selected.
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Channel Attention Module

attributes-guided 

channel attention

self-guided

channel attention

or

input feature map
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channel-refined 

feature map
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(1x1 conv)x2

Initial feature map:

Attributes vector:

Attributes tensor:

The input of attributes-guided branch:

The input of self-guided branch:

Attributes-guided channel attention:

Self-guided channel attention:
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Spatial Attention Module
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Spatial Attention Module
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Attention Alignment Mechanism

attributes-guided 

channel attention

self-guided

channel attention

𝐿𝑐𝑎𝑠

attributes-guided 

spatial attention

self-guided
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Channel attention alignment loss:

Spatial attention alignment loss:

: normalized attention map

: index of the element of the       

attention map

: index of the support samples
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Overall loss function

: trade-off hyperparameters to balance the 

effects of different losses

Metric-based classification loss:

The overall loss:

: the feature embedding of the 

b-th query sample

: the probability of predicting the b-th query 

sample as the n-th class
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Datasets

Caltech-UCSD-Birds 200-2011 (CUB)

• 11,788 images

• 200 categories: 100 / 50 / 50

• 312 category-level attributes

SUN Attribute Database (SUN)

• 14,340 images

• 717 categories: 580 / 65 / 72

• 102 image-level attributes
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Main results
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Main results



24

Ablation study



25

ProtoNet AGAM w/o 

attention 

alignment

Original 

images

Complete

AGAM

Gradient-weighted class 

activation mapping (Grad-CAM) 

visualization of query samples.

Attention visualization
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Conclusion

• Using auxiliary semantic modalities in a proper manner contributes to few-shot 

recognition.

• We design similar feature selection processes for both support and query samples. When 

improving the discriminability with attributes-guided or self-guided channel and spatial 

attention, features extracted by both visual contents and corresponding attributes share 

the same space with pure-visual features.
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• We propose an attention alignment mechanism between the attributes-guided and self-

guided branches, so that the supervision signal from the attributes-guided branch 

promotes the self-guided branch to focus on more important features even without 

attributes.

• Extensive experiments show that our light-weight module can significantly improve 

metric-based approaches to achieve SOTA.

Conclusion
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Thanks for watching

Siteng Huang Min Zhang Yachen Kang Donglin Wang*

Project Page: https://kyonhuang.top/publication/attributes-guided-attention-module

Code: https://github.com/bighuang624/AGAM

https://kyonhuang.top/publication/attributes-guided-attention-module
https://github.com/bighuang624/AGAM

