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• The purpose of time series forecasting is to predict the future value based 
on historical data.

• The difficulty lies in that traditional methods fail to capture complicated 
non-linear dependencies between time steps and between multiple time 
series.

Figure 1: An example of chaotic multivariable time series.

Introduction
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Figure 2: Long- and Short-term Time-
series Network (LSTNet).

Figure 3: Temporal Pattern Attention.

Previous Works
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Figure 4: Dual Self-Attention Network (DSANet).

Proposed Model

• Global Temporal Convolution
• Local Temporal Convolution

• Self-attention Module
• Autoregressive Component
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• Dataset: A large multivariate time series dataset, which contains the daily 
revenue of geographically close gas stations.

• Baselines: VAR, LRidge, LSVR, GRU, LSTNet-S, LSTNet-A, TPA
• Problem Parameters: 

• window
• The length of the input time series
• Value range: {32, 64, 128}

• horizon
• The desirable horizon ahead of the current time stamp
• Value range: {3, 6, 12, 24}

Experimental Settings
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• Evaluation Metrics:
• Root relative squared error (RRSE)

RRSE = 	
∑ (𝑌),+ − 𝑌-),+)/(),+)

∑ (𝑌),+ − mean(𝑌))/(),+)

• Mean absolute error (MAE)
MAE = mean(6 |𝑌),+ − 𝑌-),+|

(),+)
)

• Empirical correlation coefficient (CORR)

CORR = mean(6
∑ (𝑌),+ − mean(𝑌)))(𝑌-),+ − mean(𝑌-)))+

∑ (𝑌),+ − mean(𝑌)))/+ ∑ (𝑌-),+ − mean(𝑌-)))/+
)

)

Experimental Settings
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Table 1: RRSE, MAE and CORR scores for our proposed DSANet and baselines when window=32.

Experimental Results
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Table 2: RRSE, MAE and CORR scores for our proposed DSANet and baselines when window=64.

Experimental Results
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Table 3: RRSE, MAE and CORR scores for our proposed DSANet and baselines when window=128.

Experimental Results
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• DSAwoGlobal: Remove the global temporal convolution branch;
• DSAwoLocal: Remove the local temporal convolution branch;
• DSAwoAR: Remove the autoregressive component.

Figure 5: Ablation test results of DSANet.

Ablation Study
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• Multivariate time series with dynamic-period or nonperiodic patterns is 
chaotic and hard to forecast.

• Dual convolutions help to capture mixtures of global and local temporal 
patterns.

• Self-attention mechanism helps to capture the dependencies between 
different series.

• Our model shows promising results and outperforms baselines.
• All components have contributed to the effectiveness and robustness of 

the whole model.

Conclusion
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Thanks For Attention
Question?


