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Background
Compositional Zero-Shot Learning (CZSL)

[1] Shaozhe Hao, et al., Learning Attention as Disentangler for Compositional Zero-shot Learning, CVPR 2023

• Given side information that describes novel composition pairs, CZSL aims to recognize unseen attribute-

object compositions at test time while each constituent (i.e., primitive) exists in training samples.

• Relying on sufficient seen compositions and training samples to learn the compositionality.

[1]
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Motivation

• Few-shot. Humans can learn the compositionality of complex concepts with only a few examples.

• Few referential compositions. Humans can discover potential primitives from a few combinations, or 

even only one, based on prior knowledge. 

• Conclusion: Existing CZSL setup is idealistic and inappropriate to simulate human-like compositional 

learning.

Two Core Challenges for Human-like Compositional Learning
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• Comparison among compositional zero-shot learning (CZSL), few-shot learning (FSL), 

and our proposed reference-limited compositional zero-shot learning (RL-CZSL). 

• Different colors indicate different categories of entities or primitives.

New Problem
Reference-Limited Compositional Zero-Shot Learning (RL-CZSL)

an episode
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Proposed Benchmarks
RL-CZSL-ATTR & RL-CZSL-ACT 
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Meta Compositional Graph Learner (MetaCGL)

• A graph that contains all primitives and potential 

compositions as nodes is constructed.

• The features of nodes are initialized with the pre-

trained word embeddings.

• The nodes of two primitives and a composition

are connected one by one if the composition is 

formed by the two primitives, and a self-loop is 

added to each node.

• A multi-layer graph convolutional network (GCN) 

is used to update node features.

Learning Composition Embeddings
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Meta Compositional Graph Learner (MetaCGL)

• The learned primitive embeddings is transformed 

into a prior channel-wise correlation map to 

estimate which features are related to the prediction 

target.

• A compatibility score can be calculated with the 

visual embedding and the learned composition 

embedding: 

• The inference prediction can be made by applying a 

argmax operation on all compatibility scores.

Learning Visual Embeddings

• The training loss:

1x1 convolution



: the step size hyperparameter

: the meta step size hyperparameter

: support samples

: augmented query samples
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Meta Compositional Graph Learner (MetaCGL)

Compositional Mixup Data Augmentation

Training Strategy

• A new augmented example of image can be 

formed by a weighted linear interpolation of two 

random sampled query samples:

• The augmented compositional label:

where

where                is randomly drawn from Beta(1, 1).

Bi-level Optimization

• All the trainable parameters can be updated as
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Experiments
Main Results

UA (Unseen Accuracy): Accuracy of Unseen Compositions.  SA (Seen Accuracy): Accuracy of Seen 

Compositions.  HM (Harmonic mean) = 2 (SA ∗ UA) / (SA + UA).
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Experiments
Error Analysis

U→S
U→U

: The ratios of whether error cases from unseen compositions are confused for seen pairs (U→S) or 

incorrect unseen pairs (U→U). The lower the value, the smaller the trend of overfitting.
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Experiments
Ablation Study

• The removal of any component from MetaCGL generally results in a worse performance on UA and HM.

• The compositional graph plays an important role in recognizing samples of seen compositions.

• The bi-level optimization significantly contributes to recognizing unseen compositions.

• The Compositional Mixup data augmentation improves UA while sacrificing SA.
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Experiments
Effect of Equipping MAML
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Take-home message

• We introduce a new problem named reference-limited compositional zero-shot learning (RL-CZSL), 

where given only a few samples of limited compositions, the model is required to generalize to 

recognize unseen compositions. This offers a more realistic and challenging environment for 

evaluating compositional learners.

• We establish two benchmark datasets with diverse compositional labels and well-designed data splits, 

providing the required platform for systematically assessing progress on the task.

• We propose a novel method, Meta Compositional Graph Learner (MetaCGL), for the challenging RL-

CZSL problem. Experimental results show that MetaCGL consistently outperforms popular baselines on 

recognizing unseen compositions. 
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